
Journal of Mathematical Economics 52 (2014) 87–97
Contents lists available at ScienceDirect

Journal of Mathematical Economics

journal homepage: www.elsevier.com/locate/jmateco

On the existence of mixed strategy Nash equilibria
Pavlo Prokopovych a,∗, Nicholas C. Yannelis a,b

a Kyiv School of Economics, 1 Ivana Mazepy, Kyiv 01010, Ukraine
b Department of Economics, Tippie College of Business, University of Iowa, Iowa City, IA 52242-1994, United States

a r t i c l e i n f o

Article history:
Received 7 October 2013
Received in revised form
3 March 2014
Accepted 9 April 2014
Available online 23 April 2014

Keywords:
Discontinuous game
Diagonally transfer continuous game
Better-reply secure game
Mixed strategy equilibrium
Transfer lower semicontinuity

a b s t r a c t

The focus of this paper is on developing verifiable sufficient conditions for the existence of a mixed
strategy Nash equilibrium for both diagonally transfer continuous and better-reply secure games. First,
we show that employing the concept of diagonal transfer continuity in place of better-reply security
might be advantageous when the existence of a mixed strategy Nash equilibrium is concerned. Then,
we study equilibrium existence in better-reply secure games possessing a payoff securemixed extension.
With the aid of an example, we show that such games need not have mixed strategy Nash equilibria. We
provide geometric conditions for the mixed extension of a two-person game that is reciprocally upper
semicontinuous and uniformly payoff secure to be better-reply secure.
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1. Introduction

Nowadays, one of the main tools in the arsenal of economists
concerned with equilibrium existence is Reny’s (1999) theorem,
according to which a compact Borel game has a mixed strategy
Nash equilibrium if its mixed extension is better-reply secure.1 In
applications, better-reply security usually follows from two condi-
tions: one related to reciprocal upper semicontinuity and the other
to payoff security.

Establishing the payoff security of a game’s mixed extension
often constitutes a complicated problem. The concept of uniform
payoff security, introduced by Monteiro and Page (2007), makes
the problem considerably more tractable in games where it is
applicable, including catalog games (Page and Monteiro, 2003)
and voting models (Carbonell-Nicolau and Ok, 2007).2 Verifying
whether a game that is not upper semicontinuous-sum has a
better-reply secure mixed extension is, as a rule, quite challeng-
ing. This paper’s main focus is on studying the existence of amixed

∗ Corresponding author. Tel.: +380 44 492 8012; fax: +380 44 492 8011.
E-mail addresses: pprokopo@gmail.com, prokop@kse.org.ua (P. Prokopovych),

nicholasyannelis@gmail.com (N.C. Yannelis).
1 A number of results extending Reny’s equilibrium existence theoremhave been

obtained recently (see, e.g., Barelli andMeneghel, 2013; Bich, 2009; Carmona, 2011;
de Castro, 2011; McLennan et al., 2011 and Reny, 2013).
2 Another approach to showing the payoff security of mixed extensions can

be found in Duggan (2007), where hospitable strategies are used for studying
equilibrium existence in voting models.
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strategy Nash equilibrium in normal form gameswhere the sum of
the payoff functions is not necessarily upper semicontinuous.

Webeginwith considering the games having a diagonally trans-
fer continuous mixed extension, appealing to the analogy with the
better-reply secure mixed extensions. Baye et al. (1993) showed
that the existence of a pure strategyNash equilibrium in diagonally
transfer continuous games follows from a generalization of the
Knaster–Kuratowski–Mazurkiewicz (KKM) lemma.3 In Section 2 of
this paper, the Ky Fanminimax inequality, in a slightly generalized
form, is used to prove that every compact Borel gamewhosemixed
extension is diagonally transfer continuous has a mixed strategy
Nash equilibrium. The range of applications of this basic result
is considerably broader than that of Glicksberg’s (1952) equilib-
rium existence theorem — whose proof is based on the Kakutani–
Fan–Glicksberg fixed point theorem. In particular, the mixed
extension of a game is diagonally transfer continuous if the fol-
lowing two conventional assumptions hold: the extension is payoff
secure and the game is upper semicontinuous-sum. Then, in Sec-
tion 3, we extend the concept of uniform payoff security to diago-
nally transfer continuous games by introducing uniform diagonal
security. In the upper semicontinuous-sum games, uniform payoff
security implies uniform diagonal security. At the same time, if a
compact Borel game is uniformly diagonally secure, it has a mixed

3 The first part of this paper contains a number of results first presented in our
2012 working paper ‘‘On Uniform Conditions for the Existence of Mixed Strategy
Equilibria’’.
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strategy Nash equilibrium,whichmakes it possible to avoid having
to study any additional properties of the game’s mixed extension.

Example 1 is a slight modification of the Tullock rent-seeking
game where it is additionally assumed that the favor the players
vie for is granted to a third partywith probability one-half if at least
one player exerts no effort at all. Notwithstanding the fact that the
game is not better-reply secure, it is not only diagonally transfer
continuous, but also uniformly diagonally secure; that is, the game
has a mixed strategy Nash equilibrium.

In Section 4, we adapt Simon’s (1987) concept of weak domina-
tion on average to our setting by introducing weak uniform pay-
off security, a generalization of uniform payoff security. Using this
concept, we construct a better-reply secure two-person gamewith
a payoff secure mixed extension that has no mixed strategy equi-
libria (Example 2).

In Section 5, we study the existence of a mixed strategy equi-
librium in reciprocally upper semicontinuous games that are uni-
formly payoff secure. In such games, the equilibrium existence
problem becomes considerably more tractable if it is possible to
transform the game into an upper semicontinuous-sum gamewith
the aid of positive affine transformations,4 which, in particular, im-
plies that the game also has a reciprocally upper semicontinuous
mixed extension. In Example 3, this technique is applied to a con-
ventional two-candidate probabilistic spatial voting game. Theo-
rems 5 and 6 give geometric sufficient conditions for games that
are reciprocally upper semicontinuous and uniformly payoff se-
cure to have a better-reply secure mixed extension.

The Appendix contains a number of auxiliary results, deferred
proofs, and some comments regarding Theorem 5b of Dasgupta
and Maskin (1986).

2. The model and some facts

We consider a game G = (Xi, ui)i∈I , where I = {1, . . . , n}, each
player i’s pure strategy set Xi is a nonempty, compact subset of a
metrizable topological vector space, and each payoff function ui is
a bounded Borel measurable function from the Cartesian product
X = Π i∈IXi, equippedwith the product topology, toR. Under these
conditions, G = (Xi, ui)i∈I is called a compact Borel game. A game
G = (Xi, ui)i∈I is quasiconcave if each Xi is convex and ui(·, x−i) :

Xi → R is quasiconcave for all i ∈ I and all x−i ∈ X−i, where
X−i = Πk∈I\{i}Xk. In this paper, by a gamewemean a compact Borel
game.

The following definition of a payoff secure game is due to Reny
(1999).

Definition 1. In G = (Xi, ui)i∈I , player i can secure a payoff of
α ∈ R at x ∈ X if there exists di ∈ Xi such that ui(di, x′

−i) ≥ α
for all x′

−i in some open neighborhood of x−i. The game G is payoff
secure if for every x ∈ X and every ε > 0, each player i can secure
a payoff of ui(x) − ε at x.

Payoff security can be reformulated in terms of transfer lower
semicontinuity, due to Tian (1992).

Definition 2. Let Z and Y be two topological spaces. A function
f : Z × Y → R is λ-transfer lower semicontinuous in y if for
every (z, y) ∈ Z × Y , f (z, y) > λ implies that there exists some
point z ′

∈ Z and some neighborhood NY (y) of y in Y such that
f (z ′, w) > λ for allw ∈ NY (y). A function f : Z×Y → R is transfer
lower semicontinuous in y if f is λ-transfer lower semicontinuous
in y for every λ ∈ R.

4 Using a similar approach, Amir (2005) gives examples of Cournot oligopolies
possessing the cardinal complementarity property where the other complemen-
tarity conditions are ineffective.
A game is payoff secure if and only if each player’s payoff
function is transfer lower semicontinuous in the other players’
strategies (see Prokopovych, 2011, Lemma 1).

The graph of G is defined by GrG = {(x, u) ∈ X × Rn
| ui(x) =

ui for all i ∈ N}, and the set of pure strategy Nash equilibria of G in
X is denoted by EG. For a subset B of a topological vector space X ,
we denote by clB the closure of B and by coB the convex hull of B.
In a metric space Y , we denote by BY (y, r) the open ball centered
at y and with radius r > 0.

Definition 3. A gameG = (Xi, ui)i∈I is better-reply secure if when-
ever (x∗, u∗) ∈ clGrG and x∗

∈ X \ EG, some player i can secure a
payoff strictly above u∗

i at x∗.

A useful fact is that a payoff secure game is better-reply secure
iff it is also transfer reciprocally upper semicontinuous (see Bagh
and Jofre, 2006 and Prokopovych, 2011, Lemma 2).

Definition 4. A gameG = (Xi, ui)i∈I is: (i) reciprocally upper semi-
continuous if for any (x, α) ∈ clGrG \ GrG, there is a player i such
that ui(x) > αi; (ii) weakly reciprocally upper semicontinuous if
whenever (x, α) ∈ clGrG\GrG, there are a player i and di ∈ Xi such
that ui(di, x−i) > αi; (iii) transfer reciprocally upper semicontinu-
ous if whenever (x, α) ∈ clGrG \ GrG and x is not a Nash equilib-
rium, there are a player i and di ∈ Xi such that ui(di, x−i) > αi.

It is clear that every weakly reciprocally upper semicontinuous
game is transfer reciprocally upper semicontinuous.

Reny’s (1999) equilibrium existence theorem states that every
compact, quasiconcave, better-reply secure game has a Nash
equilibrium in pure strategies.

Theorem 1 (Reny, 1999). If G = (Xi, ui)i∈I is compact, quasiconcave,
and better-reply secure, then it possesses a pure strategy Nash
equilibrium.

Another approach to studying equilibrium existence in discon-
tinuous games is based on the concept of diagonal transfer conti-
nuity, due to Baye et al. (1993).

For G = (Xi, ui)i∈I , define the following aggregator functions:

AG : X × X → R by AG(d, x) =


i∈I

ui(di, x−i),

where, as usual, the −i subscript on x stands for ‘‘all players
except i’’,

A0
G : X → R by A0

G(x) =


i∈I

ui(x),

and

FG : X × X → R by FG(d, x) = AG(d, x) − A0
G(x).

A strategy profile x ∈ X is a Nash equilibrium of G iff FG(d, x) ≤

0 for all d ∈ X .

Definition 5. A game G = (Xi, ui)i∈I is diagonally transfer contin-
uous if for every x ∈ X \EG, there exist some d ∈ X and some neigh-
borhood NX (x) of x in X such that FG(d, z) > 0 for all z ∈ NX (x).

It is worth noticing that G is diagonally transfer continuous iff
FG is 0-transfer lower semicontinuous in x.

Every payoff secure game with an upper semicontinuous A0
G is

diagonally transfer continuous.

Lemma 1. If, in a game G = (Xi, ui)i∈I , each ui : X → R is transfer
lower semicontinuous in x−i and the aggregator function A0

G : X → R
is upper semicontinuous, then G is diagonally transfer continuous.
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For convenience, the proof of Lemma 1 is given in the Appendix.
Now we define the mixed extension Γ (G) of a game G =

(Xi, ui)i∈I . Denote by△(Xi) the set of Borel probabilitymeasures on
Xi and by ca(Xi) the set of Borel signed measures with finite total
variation on Xi. A basic open neighborhood of µi ∈ ca(Xi) in the
weak topology on ca(Xi) is a set of the form
νi ∈ ca(Xi) :

 fj(dνi − dµi)

 < ε, j = 1, . . . ,m


for some continuous fj : Xi → R, j = 1, . . . ,m, and ε > 0.
The set ca(Xi) is a Hausdorff topological vector space equipped
with the weak topology. The topology induced on △(Xi) by the
weak topology is compact.5 Let each of the Cartesian products
ca(X) = ca(X1) × · · · × ca(Xn) and △(X) = △(X1) × · · · × △(Xn)
be equipped with the product topology. The set ca(X) is a Haus-
dorff topological vector space in which the operations of addi-
tion and scalar multiplication are defined as follows: for µ =

(µ1, . . . , µn) ∈ ca(X) and α ∈ R the scalar multiplication of µ
by α is the element αµ given by αµ = (αµ1, . . . , αµn). The addi-
tion of µ = (µ1, . . . , µn) ∈ ca(X) and v = (ν1, . . . , νn) ∈ ca(X)
gives µ + v = (µ1 + ν1, . . . , µn + νn).

The mixed extension of the game G is the n-player normal form
game Γ (G) = (△(Xi),Ui)i∈I , where △(Xi) is player i’s strategy set
and player i’s payoff function Ui : △(X) → R is defined by

Ui(µ) =


X1


X2

. . .


Xn

ui(x1, . . . , xn)dµ1 . . . dµn.

For the game Γ (G), we also define the aggregator functions
AΓ (G) : △(X) × △(X) → R, A0

Γ (G) : △(X) → R, and FΓ (G) :

△(X) × △(X) → R (see the corresponding definitions for G).

Theorem 2. If the mixed extension Γ (G) of a game G = (Xi, ui)i∈I
is diagonally transfer continuous, then G possesses a mixed strategy
Nash equilibrium.

Proof. The set△(X) is a compact, convex subset of ca(X). Consider
the aggregator function FΓ (G)(σ , µ) : △(X) × △(X) → R. Since
FΓ (G) is linear in σ and 0-transfer lower semicontinuous in µ,
the mixed extension Γ (G) of G has a Nash equilibrium in pure
strategies by the Ky Fan minimax inequality (see Lemma 4 in the
Appendix). �

Another proof of Theorem 2 can be obtained by using the fact
that every diagonally transfer continuous mixed extension has the
single deviation property (see, for some details, Reny, 2009, 2011
and Prokopovych, 2013).

Since the upper semicontinuity of A0
G implies the upper semi-

continuity of A0
Γ (G), verifying whether a game has a mixed strat-

egy Nash equilibrium usually means verifying the following two
properties: (a) the upper semicontinuity of the sum of the pay-
off functions; and (b) the payoff security of its mixed extension. If
these properties hold, the mixed extension of the game is not only
better-reply secure but, by Lemma 1, diagonally transfer continu-
ous. For example, this is the case for the all-pay auction gameswith
homogeneous valuations (see Baye et al., 1996 and Monteiro and
Page, 2007). It is also clear that every gamewhose payoff functions
are continuous has a diagonally transfer continuous mixed exten-
sion since themixed extension itself is a continuous game (see, e.g.,
Aliprantis et al., 2006).

The diagonal transfer continuity of a game does not imply that
itsmixed extension is diagonally transfer continuous. For example,

5 In order to make △(Xi) a subset of a linear space, we embed it in the space
ca(Xi) of signed measures with finite total variation on Xi . Sometimes it is possible
to proceed without the embedding. See, for example, the proof of the compactness
of the set of probability measures given by Glycopantis and Muir (2004).
Sion and Wolfe’s (1957) zero-sum game is payoff secure (see
Carmona, 2005) and its aggregator function A0

G is constant. Thus,
the game is diagonally transfer continuous by Lemma 1. However,
since the game has no mixed strategy Nash equilibria, its mixed
extension is not diagonally transfer continuous.

3. Uniform diagonal security

An easily verifiable condition for the mixed extension of a
game to be payoff secure is that of uniform payoff security, due
to Monteiro and Page (2007).

Definition 6. A game G = (Xi, ui)i∈I is uniformly payoff secure if
for each i ∈ I , every xi ∈ Xi and every ε > 0, there is di(xi, ε) ∈ Xi
such that for every x−i ∈ X−i, ui(di(xi, ε), w−i) ≥ ui(xi, x−i)−ε for
all w−i in some open neighborhood NX−i(x−i) of x−i in X−i.

We will omit the arguments xi and ε of di if there is no
ambiguity. Another useful definition is the following: in G =

(Xi, ui)i∈I , player i’s payoff function ui : Xi × X−i → R is said
to be uniformly transfer lower semicontinuous in x−i at xi ∈ Xi
if for every ε > 0, there is di ∈ Xi such that, for every x−i ∈

X−i, there exists a neighborhood NX−i(x−i) of x−i in X−i such that
ui(di, w−i) > ui(xi, x−i) − ε for all w−i ∈ NX−i(x−i).

The mixed extension of a uniformly payoff secure, upper
semicontinuous-sum game is both better-reply secure and diag-
onally transfer continuous.

Corollary 1. If G = (Xi, ui)i∈I is uniformly payoff secure and its
aggregator function A0

G is upper semicontinuous, then the mixed
extension Γ (G) is diagonally transfer continuous, and, therefore, G
possesses a mixed strategy Nash equilibrium.

The notion of a uniformly payoff secure game can be extended
to diagonally transfer continuous games.

Definition 7. A gameG = (Xi, ui)i∈I is uniformly diagonally secure
if for every d ∈ X and every ε > 0, there is d ∈ X such that for every
x ∈ X, FG(d, w) > FG(d, x)−ε for allw in some open neighborhood
NX (x) of x in X .

An upper semicontinuous-sum game G is uniformly diagonally
secure if it is uniformly payoff secure.

Lemma 2. If a game G = (Xi, ui)i∈I is uniformly payoff secure and
the aggregator function A0

G : X → R is upper semicontinuous, then G
is uniformly diagonally secure.

Proof. Fix d ∈ X and ε > 0. By the uniform payoff security of
G, for each i ∈ I , there is a deviation strategy di ∈ Xi such that,
for every x−i ∈ X−i, ui(di, w−i) ≥ ui(di, x−i) −

ε
2n for all w−i in

some open neighborhood NX−i(x−i) of x−i in X−i. Denote N 1
X (x) =

∩i∈I{Xi × NX−i(x−i)} for x ∈ X . Then AG(d, w) ≥ AG(d, x) −
ε
2 for

all w ∈ N 1
X (x). Since the function −A0

G is lower semicontinuous
on X , for every x ∈ X there exists a neighborhood N 2

X (x) such
that −A0

G(w) > −A0
G(x) −

ε
2 for all w ∈ N 2

X (x). Then for every
x ∈ X, FG(d, w) > FG(d, x) − ε for all w ∈ N 1

X (x) ∩ N 2
X (x). �

Theorem 3. If a game G = (Xi, ui)i∈I is uniformly diagonally secure,
then its mixed extension Γ (G) is diagonally transfer continuous, and,
therefore, G possesses a mixed strategy Nash equilibrium.

The proof of Theorem3 follows the lines of the proof of Theorem
1 of Monteiro and Page (2007) and is given in the Appendix.

The concept of uniform diagonal security might be of help
in studying equilibirum existence in games whose aggregator
function A0

G is not upper semicontinuous.
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Example 1. Consider a slight modification of the rent-seeking
game due to Tullock (1980). Two players simultaneously bid for
a political favor commonly known worth V dollars. Their bids,
denoted by x1 and x2, influence the probability of receiving the
favor. Player i’s strategy set is the segment [0, V ]. Let πi(x1, x2)
denote the probability that player i wins. The function πi, called
player i’s contest success function, is specified as follows:

πi(xi, x−i) =



1
4

if x1 = x2 = 0,

1
2

if xi > x−i = 0,

xri
xri + xr

−i
otherwise,

where r > 0. Player i’s payoff function ui is

ui(xi, x−i) = πi(xi, x−i)V − xi.

The only difference of the model from the Tullock rent-seeking
game is the assumption that if the lowest bid submitted is equal
to zero (or, in other words, at least one player exerts no effort at
all), the favor may be granted to a third party with probability
one-half. Consequently, the aggregator function A0

G is not upper
semicontinuous.

Let, for specificity, V = 2 and r = 3. In this case, the game has
no pure strategy Nash equilibria (see, for a related discussion, Baye
et al., 1994). For example, one can check that the only candidate
point for being an interior solution is (1.5, 1.5), a strategy profile
where both players get negative expected payoffs. However, each
of them can avoid getting a negative payoff by bidding zero.

To verify that the game is not better-reply secure, consider the
sequence {xk} with xk = ( 1

k ,
1
k ) for k = 1, 2, . . . . Then the corre-

sponding sequence of payoff vectors {(u1(xk), u2(xk))} converges
to (1, 1). It is clear that no player can secure a payoff strictly above
1 at (0, 0).

On the other hand, the game possesses mixed strategy equilib-
ria since it is uniformly diagonally secure. To verify this, for d ∈ X
and ε ∈ (0, 1), define d = (d1, d2) as follows:

di =


di if di > 0,
ε

4
if di = 0, for i = 1, 2.

It is a little tedious but not difficult to show that, for every x ∈

X, FG(d, w) > FG(d, x) − ε for all w in some open neighborhood
NX (x).6

4. Weak uniform payoff security

The Sion and Wolfe (1957) game is a better-reply secure
game that has no Nash equilibria. Its mixed extension is upper
semicontinuous-sum, but is not payoff secure (see Carmona,
2005, Example 3). From now on, we study equilibrium existence in
games whose mixed extension is payoff secure. Example 2 shows
that there are better-reply secure games with a payoff secure
mixed extension which have no Nash equilibria.

The following definition extends Simon’s (1987, p. 577) concept
of weak domination on average to our setting.

6 If needed, a detailed explanation of this example can be found in the
Appendix of our working paper titled ‘‘On Uniform Conditions for the Existence
of Mixed Strategy Equilibria’’ at SSRN: http://ssrn.com/abstract=2023500 or
http://dx.doi.org/10.2139/ssrn.2023500
Definition 8. In G = (Xi, ui)i∈I , player i’s payoff function ui
is weakly uniformly transfer lower semicontinuous in the other
players’ strategies at xi ∈ Xi if for every µ−i ∈ △(X−i) and
every ε > 0, there are a strategy σi(xi, µ−i, ε) ∈ △(Xi) and a
Borel set Q−i ⊂ X−i with µ−i(Q−i) > 1 − ε such that for every
x−i ∈ Q−i,Ui(σi(xi, µ−i, ε), w−i) > ui(xi, x−i) − ε for all w−i
in some open neighborhood NX−i(x−i) of x−i in X−i. The game G
is weakly uniformly payoff secure if each ui is weakly uniformly
transfer lower semicontinuous in the other players’ strategies at
every xi ∈ Xi.

There is some notational abuse in denoting

Xi
ui(xi, w−i)dσi

(xi, µ−i, ε) by Ui(σi(xi, µ−i, ε), w−i), but no ambiguity ensues.
The proof of the next statement follows the lines of the proof of
Proposition 3 of Simon (1987) and is relegated to the Appendix.

Lemma 3. If a game G = (Xi, ui)i∈I is weakly uniformly payoff
secure, then its mixed extension Γ (G) is payoff secure.

The game studied in Example 2 is not only better-reply secure
but also has a payoff secure mixed extension. However it does not
possess mixed strategy Nash equilibria.

Example 2. Let I = {1, 2}, X = [0, 1] × [0, 1], and the payoff
functions are defined by

u1(x1, x2) =


0 if x2 = x1 +

1
2
, x2 = x1,

or (x1, x2) = (0, 1),

x2 − x1 − 1 if 0 ≤ x1 < x2 < x1 +
1
2
,

1 otherwise,

u2(x2, x1) =



0 if x2 = x1 +
1
2
, x2 = x1., or

(x1, x2) ∈


0,

1
2


× {1},

1 if 0 ≤ x1 < x2 < x1 +
1
2
,

−1 otherwise.

Let us show that the game has no mixed strategy Nash equi-
libria. It is clear that there is no Nash equilibrium (µ1,µ2) withµ2({1}) = 1.

Assume, by way of contradiction, that (µ1,µ2) is a mixed
strategy Nash equilibrium of the game.

If µ2({1}) = 0, then the set D = {(x1, x2) ∈ X : min{0, x2 −
1
2 } ≤ x1 ≤ x2} must be a null set with respect to the product
measure µ = µ1 × µ2; otherwise, by choosing strategy 1
with probability 1, player 1 can increase her payoff. Then, in the
equilibrium, the payoff to player 2 is equal to −1. However, player
2 can guarantee herself at least 0 by choosing strategy 1 with
probability 1, a contradiction. Therefore,µ2({1}) > 0. Then itmust
also be the case thatµ1((

1
2 , 1)) = 0.

The set D1 = {(x1, x2) ∈ X : 0 ≤ x2 ≤ x1, 0 ≤ x1 < 1
2 } must be

a null set with respect to the product measureµ; otherwise player
2 can increase her payoff by shifting someweight from [0, 1

2 ) closer
to 1

2 . The set D2 = {(x1, x2) ∈ X : x1 < x2 ≤ x1 +
1
2 , 0 < x1 < 1

2 }

is also a null set; otherwise player 1 could benefit from shifting
some weight from (0, 1

2 ) closer to 0 (recall that, on D2, u1(·, x2) is
a strictly decreasing function for any x2 ∈ (0, 1)). Furthermore, the
set D3 = {(x1, x2) ∈ X : x1 +

1
2 < x2 < 1, x1 ≠ 0} is a null set;

otherwise player 2 can increase her payoff by shifting someweight
from ( 1

2 , 1) closer to
1
2 .

If µ1((0, 1
2 )) > 0, then the fact that D1 ∪ D2 ∪ D3 is a null set

implies thatµ2([0, 1)) = 0, which is impossible since there is no

http://ssrn.com/abstract%3D2023500
http://dx.doi.org/10.2139/ssrn.2023500
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Nash equilibrium with µ2({1}) = 1. Thus, µ1({0} ∪ {
1
2 } ∪ {1})

= 1.
If µ2([0, 1

2 ]) > 0, then µ1({0}) = 0; otherwise player 1 can
increase her payoff by shifting themassµ1({0}) to strategy 1 (recall
that u1(0, 1) = 0). Further, player 2 can increase her payoff by
shifting the mass µ2([0, 1

2 ]) to strategy 1 if µ1({1}) > 0, and, for
example, to 2

3 ifµ1({1}) = 0, a contradiction.
If µ2((

1
2 , 1)) > 0, then µ1({

1
2 }) = 0 (since µ2((

1
2 , 1]) = 1),

and again player 2 can get a nonnegative payoff by playing 1 with
probability 1. Thus,µ2({1}) = 1, a contradiction.

We will now show, for completeness, that u1 is weakly
uniformly transfer lower semicontinuous in player 2’s strategies at
every x1 ∈ X1. Denote by δD

x1 the Dirac measure concentrated at x1.
One can see that the payoff function u1 is uniformly transfer lower
semicontinuous in player 2’s strategies at any x1 ∈ {0} ∪ [

1
2 , 1],

with σ1(x1, µ2, ε) = δD
1 for every µ2 ∈ △(X2), and every ε > 0.

Fix some x1 ∈ (0, 1
2 ), µ2 ∈ △(X2), and ε > 0. It is not difficult

to see that there is ε′
∈ (0, ε) such that both x1 − ε′ and x1 + ε′

lie in the interval (0, 1
2 ), µ2(Q2) > 1 − ε where Q2 = X2 \ ([x1 −

ε′, x1)∪ (x1, x1 +ε′
]∪ [x1 +

1
2 −ε′, x1 +

1
2 )∪ (x1 +

1
2 , x1 +

1
2 +ε′

]),
and U1(

1
2δ

D
x1−ε′ +

1
2δ

D
x1+ε′ , w2) > u1(x1, x2) − ε for every x2 ∈ Q2

and allw2 in some open neighborhoodNX2(x2) of x2 in X2. A similar
reasoning can be used to show that u2 is weakly uniformly transfer
lower semicontinuous in player 1’s strategies at every x2 ∈ X2.

5. Equilibria of reciprocally upper semicontinuous games with
payoff secure mixed extensions

Verifying whether a game is transfer reciprocally upper
semicontinuous is often considerably easier than doing that for
its mixed extension. In this section, we study several classes of
better-reply secure games with payoff secure mixed extensions
that also have transfer reciprocally upper semicontinuous mixed
extensions.

Some reciprocally upper semicontinuous games can be trans-
formed into upper semicontinuous-sum games with the aid of
positive affine transformations. If this is the case, the game has
a reciprocally upper semicontinuous mixed extension. Exam-
ple 3 demonstrates that a conventional probabilistic spatial voting
model possesses this property.

Then we study equilibrium existence in reciprocally upper
semicontinuous games of two players on the unit square that have
a payoff secure mixed extension. Additional conditions are made
on the set of discontinuities of the payoff functions. In particular,
it is assumed that the discontinuities lie on one or two strictly
monotone, continuous curves.

We now introduce some notation. Recall that a function φ :

R → R is a positive affine transformation if it can bewritten in the
form: φ(x) = ax + b where a > 0 and b is any real number. Given
a game G = (Xi, ui)i∈I and an n-tuple of positive affine transforma-
tions (φ1, . . . , φn), we denote byΦ(G) the game (Xi, φi(ui))i∈I . The
following three facts are straightforward.

(i) Let G = (Xi, ui)i∈I , and let (φ1, . . . , φn) be an n-tuple of
positive affine transformations. Then EΓ (G) = EΓ (Φ(G)).

(ii) Let (φ1, . . . , φn) be an n-tuple of positive affine transforma-
tions. Then G = (Xi, ui)i∈N is weakly uniformly payoff secure iff the
game Φ(G) is weakly uniformly payoff secure.

(iii) Let (φ1, . . . , φn) be an n-tuple of positive affine transforma-
tions. Then G = (Xi, ui)i∈N is reciprocally upper semicontinuous iff
the game Φ(G) is reciprocally upper semicontinuous.

Theorem 4. If G = (Xi, ui)i∈I is weakly uniformly payoff secure,
and there is an n-tuple of positive affine transformations (φ1, . . . , φn)
such that the game Φ(G) is upper semicontinuous-sum, then G
possesses a mixed strategy Nash equilibrium.

Proof. Since G is weakly uniformly payoff secure, the game Φ(G)
is also weakly uniformly payoff secure by fact (ii). Thus, Γ (Φ(G))
is payoff secure by Lemma 3.

The fact that Φ(G) is upper semicontinuous-sum implies that
Γ (Φ(G)) is upper semicontinuous-sum. Since Γ (Φ(G)) is the
same game as Φ(Γ (G)), the mixed extension Γ (G) is reciprocally
upper semicontinuous by fact (iii). By Theorem 1, Γ (G) possesses
a pure strategy Nash equilibrium. �

Example 3. Consider the following spatial voting model (see Ball,
1999, Example 1). Two candidates are competing in an election
for public office. The electorate is distributed uniformly along the
ideological spectrum [0, 1]. During the electoral campaign, each
candidate i announces, simultaneously with the other candidate,
a platform, denoted by xi. The probability Pi(xi, x−i) that candidate
i wins the election is defined as follows:

Pi(xi, x−i) =



xi + x−i

2
for 0 ≤ xi < x−i ≤ 1,

1
2

for 0 ≤ xi = x−i ≤ 1,

1 −
xi + x−i

2
for 0 ≤ x−i < xi ≤ 1.

Candidates 1 and 2’s policy preferences on [0, 1] are repre-
sented by h1(z) = −

1
2 (z − 1)2 and h2(z) = −

1
2 z

2. The candidates
are assumed to be office-motivated. Let the candidates’ office mo-
tivation parameters be k1 = 0.05 and k2 = 3, respectively. Candi-
date i’s payoff function is

ui(xi, x−i) = Pi(xi, x−i)(hi(xi) + ki) + (1 − Pi(xi, x−i))hi(x−i).

The game is not upper semicontinuous-sum and has no pure
strategy Nash equilibria.

Now we consider the game Φ(G) = (Xi, φi(ui))i∈{1,2} where φ1

and φ2 are defined by φ1(t) =
k2
k1
t and φ2(t) = t for t ∈ R,

respectively. It is not difficult to see that A0
Φ(G) is a continuous

function on X . Since G is uniformly payoff secure, G possesses a
mixed strategy Nash equilibrium by Theorem 4.

It is useful to notice that the voting game is an example of a
game with a better-reply secure mixed extension that is not upper
semicontinuous-sum.

In the next two theorems, we study the existence of mixed
strategy Nash equilibria in some basic better-reply secure games
of two players. To start with, we consider the case when all
discontinuities of the payoff functions lie on a strictly monotonic,
continuous curve. Denote S1 = {(x1, x2) ∈ [0, 1] × [0, 1] :

x2 > x1}, S2 = {(x1, x2) ∈ [0, 1] × [0, 1] : x1 > x2}, and
S = {(x1, x2) : [0, 1] × [0, 1] : x1 = x2}.

Theorem 5. Let G = (Xi, ui)i∈{1,2} be a two-player game on the unit
square X1 × X2 = [0, 1] × [0, 1]. Suppose that

(i) G is uniformly payoff secure and reciprocally upper semicontin-
uous;

(ii) there are continuous functions f ji : clS j → R, i = 1, 2, j = 1, 2,
such that ui(x) = f ji (x) for all x ∈ S j and all i, j ∈ {1, 2};

(iii) u1(0, 0) ≤ f 21 (0, 0) and u1(1, 1) ≤ f 11 (1, 1);
(iv) the restriction of each ui to S, ui|S , is a continuous function from

S to R.

Then G has a better-reply securemixed extension, and, therefore, it has
a mixed strategy Nash equilibrium.
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Condition (ii) is stronger than the assumption that all points
of discontinuity of the payoff functions lie on S. In particular,
(ii) implies that limk→∞ ui(xk) = f ji (x) for every sequence of points
{xk}, xk ∈ S j, that converges to x ∈ S; that is, the limit value
does not depend on the choice of a sequence in S j. Condition (iii)
may be replaced, if needed, with a number of other conditions,
such as: (iii′) for every ε > 0 and each z ∈ {0, 1}, there exists a
deviation strategy d1(z, ε) satisfying the uniform payoff security
condition for player 1’s strategy z that is different from z, or (iii′′)
u2(0, 0) ≤ f 12 (0, 0) and u2(1, 1) ≤ f 22 (1, 1).

Theorem 5 can be extended to a class of games where the
discontinuities of the payoff functions might lie on two strictly
monotone, disjoint curves. In particular, Theorem 6 covers the
gameswhere one of the curves is strictly increasing and the other is
strictly decreasing.7 Wewill show it for a representative game from
this class. For every h : R1

→ R1, denote X1
h = {(x1, x2) : h(x1) <

x2}, X2
h = {(x1, x2) : h(x1) > x2}, and Xh = {(x1, x2) : h(x1) = x2}.

Theorem 6. Let G = (Xi, ui)i∈{1,2} be a two-player game on the unit
square X1 × X2 = [0, 1] × [0, 1], and let h1 : R1

→ R1 be defined
by h1(x1) =

1
4x1 +

3
4 and h2 : R1

→ R1 by h2(x1) = −
1
4x1 +

1
4 .

Suppose that

(i) G is uniformly payoff secure and reciprocally upper semicontin-
uous;

(ii) for each i ∈ {1, 2}, there are continuous functions f 1i : clX1
h1

→

R, f 2i : clX2
h1

∩ clX1
h2

→ R, and f 3i : clX2
h2

→ R such that
ui(x) = f 1i (x) for every x ∈ X1

h1
, ui(x) = f 2i (x) for every

x ∈ X2
h1

∩ X1
h2
, and ui(x) = f 3i (x) for every x ∈ X2

h2
;

(iii) u1(1, 1) ≤ f 11 (1, 1) and u1(1, 0) ≤ f 31 (1, 0);
(iv) for each i ∈ {1, 2} and each l ∈ {1, 2}, the restriction of ui to

Xhl , ui|Xhl
, is a continuous function from Xhl to R.

Then G has a better-reply securemixed extension, and, therefore, it has
a mixed strategy Nash equilibrium.

Condition (iii) of Theorem 6 may be replaced with a number of
other geometric conditions, if need appears.

Example 4. Consider the following deterministic spatial voting
model. Two candidates are competing in an election for public
office. The electorate is distributed uniformly along the ideological
spectrum [0, 1]. The candidate with the most votes wins. Each
voter casts his vote for the candidate that is closest to her
ideological position. During the electoral campaign, each candidate
i announces, simultaneously with the other candidate, a platform
xi ∈ [0, 1] to which he commits if elected. The probability that
candidate i wins the election is

Pi(xi, x−i) =


1, if (xi + x−i − 1)(x−i − xi) > 0,
1
2

if xi + x−i = 1or xi = x−i,

0, if (xi + x−i − 1)(x−i − xi) < 0.

The inequality (xi + x−i − 1)(x−i − xi) > 0 represents the fact
that candidate i gets most of the votes. For example, if x−i > xi
and xi+x−i

2 > 1
2 , then (xi + x−i − 1)(x−i − xi) > 0. The candidates’

loss functions on [0, 1] are represented by h1(z) = −
1
2 (z − 1)2

and h2(z) = −
1
2 z

2, and the candidates are assumed to be office-
motivated. Let the office motivation parameters be k1 = 0.05 and

7 Equilibrium existence conditions similar to those presented in Theorem 6 can
also be provided for Sion–Wolfe-type games.
k2 = 3, respectively. Candidate i’s payoff function is

ui(xi, x−i) = hi(xi) + Pi(xi, x−i)ki.

Thus, each candidate cares only about winning, and taking an
ideological position different from her ideal point is costly. It is not
difficult to see that the game has no pure strategy Nash equilibria.
Both Theorems 4 and 6 can be used to prove the existence ofmixed
strategy Nash equilibria in this game, notwithstanding the fact
that the discontinuities of the payoff functions lie on both of the
diagonals of the unit square.

We now showhow to apply Theorem6 to this game. First notice
that every pure strategy z ∈ [0, 3

5 ) of player 1 is strictly dominated
by strategy 1. As a result, to show that the game under study
has mixed strategy equilibria, it is enough to investigate whether
its restriction Gr to [

3
5 , 1] × [0, 1] has mixed strategy equilibria,

where the game Gr
= (X r

i , u
r
i )i∈{1,2} is defined as follows: X r

1 =

[
3
5 , 1], X

r
2 = X2 = [0, 1], ur

i (x) = ui(x) for every x ∈ X r
1 × X r

2 and
each i.

One can see that Gr is uniformly payoff secure. For example,
given ε > 0, if x1 =

3
5 , then for every x2 ∈ [0, 1] there exists an

open neighborhood NX2(x2) such that u1(1, w2) > u1(
3
5 , x2) − ε

for all w2 ∈ NX2(x2). If x1 ∈ ( 3
5 , 1], then there is δ ∈ (0, x1 −

3
5 )

such that for every x2 ∈ [0, 1], u1(x1 − δ, w2) > u1(x1, x2) − ε
for all w2 in some neighborhood NX2(x2) of x2. Clearly, the game
is reciprocally upper semicontinuous. The existence of a mixed
strategy Nash equilibrium in Gr follows from Theorem 6.

6. Conclusions

We use aggregator functions in conjunction with the Ky Fan
minimax inequality to study the existence of a mixed strategy
Nash equilibrium in diagonally transfer continuous games. Similar
to the approach based on the concept of better-reply security,
the aggregation-based approach is applicable to the upper
semicontinuous-sum games whose mixed extension is payoff
secure. However, if the sum of a game’s payoff functions of a game
is not upper semicontinuous, showing that its mixed extension is
either better-reply secure or diagonally transfer continuous often
constitutes an intractable problem. To alleviate it, the concept
of uniform payoff security is extended to diagonally transfer
continuous games by introducing uniform diagonal security. We
show that every uniformly diagonally secure game possesses a
mixed strategy Nash equilibrium, and, with the aid of an example,
that uniformly diagonally secure games need not be better-reply
secure.

After introducing a generalization of uniform payoff security,
called weak uniform payoff security, we provide an example of a
better-reply secure game with a payoff secure mixed extension
that has no mixed strategy Nash equilibria. Then we study the
existence of a mixed strategy Nash equilibrium in games that are
reciprocally upper semicontinuous and uniformly payoff secure.
We propose two sets of easily verifiable, geometric conditions for
a better-reply secure game of two players to possess a better-reply
secure mixed extension.

Appendix

Proof of Lemma 1. We shall first show that AG(d, x) is transfer
lower semicontinuous in x. Let (d, x) ∈ X × X and λ ∈ R be
such that AG(d, x) > λ. Then there are λ1, . . . , λn ∈ R such that
λ = λ1 + · · · + λn and ui(di, x−i) > λi for all i ∈ I . Since each ui

is transfer lower semicontinuous in x−i, there exist di ∈ Xi and an
open neighborhoodNX−i(x−i) of x−i inX−i such that ui(di, z−i) > λi

for all z−i ∈ NX−i(x−i). Consequently, AG(d, z) > λ for every
z ∈ ∩i∈I{Xi × NX−i(x−i)}.
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Since A0
G is upper semicontinuous on X , the transfer lower

semicontinuity of AG in x implies the transfer lower semicontinuity
of FG in x. In particular, FG is 0-transfer lower semicontinuous in x.

The Ky Fan minimax inequality

In Theorem 2, the Ky Fan minimax inequality is used in the
following, slightly generalized form. (See, e.g., Tian, 1992; Ding and
Park, 2002; Lan and Wu, 2002, for more general results).

Lemma 4. Let X be a compact convex set in a Hausdorff topological
vector space, and let f : X × X � R satisfy:

(i) f (x, x) ≤ 0 for each x ∈ X;
(i) f (·, y) is quasiconcave for each y ∈ X,
(ii) f is 0-transfer lower semicontinuous in y.

Then there exists y ∈ X such that f (x, y) ≤ 0 for all x ∈ X.

Lemma 4 can be shown in a number of ways. Its conventional
proofs are based either on the KKM lemma or on Browder’s fixed
point theorem, which are two equivalent results (see, for an in-
depth discussion, Yannelis, 1991). Let us give an outline of the proof
using Browder’s fixed point theorem. It proceeds by assuming, to
the contrary, that, for each y ∈ X , there exists x ∈ X such that
f (x, y) > 0. Then the correspondence M : X � X defined by
M(y) = {x ∈ X : f (x, y) > 0} has nonempty values. The qua-
siconcavity of f in x implies that M has convex values. Since f
is 0-transfer lower semicontinuous in y,M has a multivalued se-
lection with open lower sections (see, e.g., Prokopovych, 2011),
denoted byM0 : X � X . Then, by Lemma 5.1 of Yannelis and Prab-
hakar (1983), the convex-valued correspondence M0 : X � X de-
fined byM0(x) = coM0(x) also has open lower sections. Therefore,
by Browder’s fixed point theorem, the selection has a fixed point,
which contradicts (i).

Proof of Theorem 3. Suppose µ = (µ1, . . . , µn) ∈ △(X) \ EΓ (G).
Then there exists σ ∈ △(X) such that FΓ (G)(σ , µ) > 0. Since σ is a
vector of probability measures, there exists d = (d1, . . . , dn) ∈ X
such that FΓ (G)(δ

D
d , µ) > 0, where δD

d = (δD
d1

, . . . , δD
dn) is the

vector of Dirac measures concentrated at d1, . . . , dn, respectively.
With some abuse of notation, we will write FΓ (G)(d, µ) in place of
FΓ (G)(δ

D
d , µ). Put ε∗

= FΓ (G)(d, µ) and denote lim infw→x FG(d, w)
by FG(d, x). Since G is uniformly diagonally secure, there is
d ∈ X such that FG(d, x) > FG(d, x) −

ε∗

2 for all x ∈ X .
Therefore FΓ (G)(d, µ) > FΓ (G)(d, µ) −

ε∗

2 , where FΓ (G)(d, µ) =
X FG(d, x)dµ.
The lower semicontinuity of FG in x implies that FΓ (G)(d, ·) :

△(X) → R is lower semicontinuous (see, e.g., Aliprantis
and Border, 2006, Theorem 15.5). Consequently, FΓ (G)(d, µ

′) >

FΓ (G)(d, µ) −
ε∗

2 > 0 for all µ′ in some open neighborhood
N△(X)(µ) of µ. Since FG(d, x) ≥ FG(d, x) for all x ∈ X , we con-
clude that FΓ (G)(d, µ′) ≥ FΓ (G)(d, µ

′) > 0 for all µ′
∈ N△(X)(µ),

which means that Γ (G) is diagonally transfer continuous.

Proof of Lemma 3. Fix some µ = (µ1, . . . , µn) ∈ △(X), ε > 0,
and i ∈ I . We have to show that, for each i ∈ I , there are a
strategy σi ∈ △(Xi) and a neighborhood N△(X−i)(µ−i) such that
Ui(σi, µ

′

−i) ≥ ui(µ) − ε for all µ′

−i ∈ N△(X−i)(µ−i).
Fix some i ∈ I . There is xi ∈ Xi such that Ui(xi, µ−i) >

ui(µ) −
ε
4 . Since G is a bounded game, there exists B > 1

such that |ui(x)| < B for every x ∈ X . Pick σi(xi, µ−i,
ε
4B ) ∈

△(Xi) and a Borel set Q−i ⊂ X−i with µ−i(Q−i) > 1 −
ε
4B

such that lim infw−i→x−i Ui(σi(xi, µ−i,
ε
4B ), w−i) ≥ ui(xi, x−i) −

ε
4B for every x−i ∈ Q−i. For the brevity of notation, denote
lim infw−i→x−i Ui(σi(xi, µ−i,
ε
4B ), w−i) by U i(σi(xi, µ−i,

ε
4B ), x−i).

Then
U i


σi


xi, µ−i,

ε

4B


, x−i


dµ−i

≥


Q−i

U i


σi


xi, µ−i,

ε

4B


, x−i


dµ−i −

ε

4

≥


Q−i

ui(xi, x−i)dµ−i −
ε

2
≥ Ui(xi, µ−i) −

3ε
4

> Ui(µ) − ε.

The lower semicontinuity of U i(σi(xi, µ−i,
ε
4B ), ·) implies that

U i(σi(xi, µ−i,
ε
4B ), ·) : △(X−i) → R defined by U i(σi(xi, µ−i,

ε
4B ),

µ−i) =

U i(σi(xi, µ−i,

ε
4B ), x−i)dµ−i is lower semicontinuous

in the second argument (see, e.g., Aliprantis and Border, 2006, The-
orem 15.5). Consequently, U i(σi(xi, µ−i,

ε
4B ), µ

′

−i) > Ui(µ) − ε

for all µ′

−i in some open neighborhood N△(X−i)(µ−i) of µ−i. On
the other hand, since Ui(σi(xi, µ−i,

ε
4B ), µ

′

−i) ≥

U i(σi(xi, µ−i,

ε
4B ), x−i)dµ′

−i for every µ′

−i ∈ △(X−i), we have that Ui(σi(xi, µ−i,
ε
4B ), µ

′

−i) > Ui(µ) − ε for every µ′

−i ∈ N△(X−i)(µ−i), which com-
pletes the proof.

An auxiliary Lemma

Lemma 5. Let X = [0, 1] × [0, 1], and µi ∈ △([0, 1]), i = 1, 2,
and let D be a Borel subset of [0, 1]. Then the set D = {(z, z) ∈

[0, 1] × [0, 1] : z ∈ D} is a null set with respect to the product
measure µ = µ1 × µ2 iff µ(x) = 0 for every x ∈ D.

Proof. Assume that µ(x) = 0 for every x ∈ D. We have to show
that µ(D) = 0.

First consider the case where, for some i ∈ {1, 2}, µi(x) = 0 for
all x ∈ D. Fix some arbitrary ε > 0. Since µi has no mass points
on D, there exists a finite disjoint collection {Dk}

m
k=1 of subsets of

D such that D = ∪
m
k=1 Dk and µi(Dk) ≤ ε for all k. Then µ(D) ≤

k µ(Dk × Dk) =


k µi(Dk)µ−i(Dk) ≤ εµ−i(D) ≤ ε, which
implies that µ(D) = 0.

Let both µ1 and µ2 have mass points on D. Each µi, as a finite
measure, can have at most a countable number of mass points.
Denote by Ci the set of mass points of µi on D. Since µ(x) = 0
for every x ∈ D, C1 ∩ C2 = ∅.

Fix some arbitrary ε > 0. Since C1 ∩ C2 = ∅, it is possible to
associate with every x ∈ C1 a Borel set D(x) ⊂ [0, 1] containing x
such that µ1(D(x)) ≤ 2µ1(x) and µ2(D(x)) ≤

ε
2 . Let D1 = D \ C1.

The setD1 is Borel, andµ1 is nonatomic on it. Denote by C1(D1) the
set {(z, z) ∈ [0, 1] × [0, 1] : z ∈ C1(z ∈ D1)}. It is clear that C1
is at most countable and µ(D1) = 0. Then, since D = C1 ∪ D1 and
C1 ∩ D1 = ∅, we have that µ(D) = µ(C1) + µ(D1) = µ(C1) ≤

x∈C1
µ1(D(x))µ2(D(x)) ≤


x∈C1

2µ1(x) ε
2 ≤ ε. �

Some Comments on Theorem 5b of Dasgupta and Maskin (1986)

It is difficult to overestimate the influence of Theorem 5b of
Dasgupta and Maskin (1986) on the subsequent development of
equilibrium existence theory. As was pointed out by Bagh (2010),
the proof of Theorem 5b requires stronger assumptions than those
made initially by Dasgupta and Maskin (1986). In what follows we
show that the modifications needed are almost impalpable.

Consider a two-player game G = (Xi, ui)i∈{1,2} on the unit
square, X = X1 × X2 = [0, 1] × [0, 1], where the payoff functions’
discontinuities lie on the main diagonal of X . Let S1 = {(x1, x2) ∈

[0, 1]×[0, 1] : x2 > x1}, S2 = {(x1, x2) ∈ [0, 1]×[0, 1] : x1 > x2},
and S = {(x1, x2) : [0, 1] × [0, 1] : x1 = x2}. Denote the set
of points at which the sum of the payoff functions is not upper
semicontinuous by SD; that is, SD = {x ∈ X : lim supy→x A0

G(y)
> A0

G(x)}.
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Theorem 7. Consider a two-player game G = (Xi, ui)i∈{1,2} on the
unit square X = [0, 1] × [0, 1]. Assume that

(i) there are continuous functions f ji : clS j → R, i = 1, 2, j = 1, 2
such that ui(x) = f ji (x) for all x ∈ S j and all i, j ∈ {1, 2};

(ii) for each i ∈ {1, 2} and every x ∈ S, there exists j ∈ {1, 2} such
that

f ji (x) ≥ ui(x) ≥ f −j
i (x);

(iii) for every point x = (z, z) ∈ SD, there exist i, j ∈ {1, 2} such
that limk→∞ f ji (x

k
i , z) > ui(x) for some sequence {(xki , z)} ⊂ S j

converging to x;
(iv) if f ji (x) > ui(x) for some x ∈ SD and i, j ∈ {1, 2}, then

f j
−i(x) < u−i(x);

(v) A0
G(x) ≤ maxj∈{1,2}{f

j
1(x) + f j2(x)} for every x ∈ S.

Then G has a mixed strategy Nash equilibrium.

One can check that (i) and (ii) imply that both the initial
game and the auxiliary game constructed in the proof are
uniformly payoff secure. Condition (iii) is slightly stronger than
the assumption that for every point x = (z, z) ∈ SD, there exist
i, j ∈ {1, 2} such that f ji (x) > ui(x). The difference between them
pertains to the points (0, 0) and (1, 1) only. The strengthening is
needed to make it impossible for an equilibrium product measure
of the modified game to have mass points at (0, 0) or (1, 1).

Proof. Define A0
G : X → R by A0

G(x) = u1(x) + u2(x) for every
x ∈ X . It is not difficult to see that SD = {x ∈ S : maxj∈{1,2}(f

j
1(x) +

f j2(x)) > A0
G(x)} is a Borel set in X .

The proof follows the general lines of Theorem 5b of Dasgupta
and Maskin (1986). First we will modify payoffs on SD so as to
make the sum of the payoff functions upper semicontinuous on
X . However, at every x ∈ SD we will modify only one player’s
payoff, without changing the other player’s payoff. It is possible
because if x ∈ SD, then, for some j(x) ∈ {1, 2},


i∈{1,2} f

j(x)
i (x) ≥

i∈{1,2} f
−j(x)
i (x); that is, in the modified game, the equality

i∈{1,2} f
j(x)
i (x) = A0G(x) will imply that A0G(x) ≥


i∈{1,2} f

−j(x)
i (x).

If for x ∈ SD,


i∈{1,2} f
j
i (x) >


i∈{1,2} f

−j
i (x) for some j ∈ {1, 2},

then put j(x) = j, and, if


i∈{1,2} f
1
i (x) =


i∈{1,2} f

2
i (x), pick j(x)

such that f j(x)1 (x) > u1(x). Denote by i(x) the index i such that
f j(x)i (x) > ui(x).

Define the modified payoff functions as follows: for any x ∈

X \ SD,ui(x) = ui(x) for i ∈ {1, 2}; for any x ∈ SD,ui(x) = ui(x) for
i ∈ {1, 2} \ {i(x)} and

ui(x)(x) = f j(x)i(x) (x) − (u−i(x)(x) − f j(x)
−i(x)(x))

= max
j∈{1,2}

(f j1(x) + f j2(x)) − u−i(x)(x).

Let us show, for example, that u1 is Borel measurable on X .
Denote SiD = {x ∈ SD : i(x) = i}, i = 1, 2. It is clear that
SD = S1D∪S2D. The set S1D, in its turn, consists of the following three
subsets: S01D = {x ∈ SD :


i∈{1,2} f

1
i (x) =


i∈{1,2} f

2
i (x)}, S11D =

{x ∈ SD :


i∈{1,2} f
1
i (x) >


i∈{1,2} f

2
i (x) and f 11 (x) > u1(x)}, and

S21D = {x ∈ SD :


i∈{1,2} f
2
i (x) >


i∈{1,2} f

1
i (x) and f 21 (x) > u1(x)}.

Thus, S1D is a Borel set,which, in particular, implies thatu1 is a Borel
measurable function. Clearly,u2 is Borel measurable on X as well.

It is useful to notice thatu1(x)+u2(x) = maxj∈{1,2}(f
j
1(x)+f j2(x))

for every x ∈ S. As a result, the functionA0G is upper semicontinuous
on X .

By Lemma 2 and Theorem 3, G has a mixed strategy Nash
equilibrium,µ = (µ1,µ2).
Let us show that µ(SD) = 0. Assume, by way of contradiction,
that µ(SD) > 0. Since the set SD is Borel and lies on the main
diagonal of the unit square, it is clear that the set {z ∈ [0, 1] :

(z, z) ∈ SD} is Borel (see also Kechris, 1995, Theorem 15.1). Then,
by Lemma 5,µ(SD) > 0 iffµ(x) > 0 for some x = (z, z) ∈ SD. That
is, µi(z) > 0 for each i ∈ {1, 2}. By (iii), there exist i ∈ {1, 2}
and some sequence {(xki , z)} ⊂ S j(x) converging to x such that
limn→∞ f j(x)i (xki , z) > ui(x). Then, it is not difficult to see that for
every ε > 0, there exists δ(ε) ∈ R \ {0} such that z + δ(ε) ∈ [0, 1]
and, for every di ∈ (z, z + δ(ε)],ui(di, x−i) >ui(z, x−i) − ε for all
x−i ∈ X−i.

Sinceµi(z) > 0,Ui(δ
D
z ,µ−i) = maxµi∈△(Xi)

Ui(µi,µ−i). On the
other hand,Ui(δ

D
z ,µ−i) = µ−i(z)ui(z, z) +


[0,1]\{z}ui(z, x−i)dµ−i.

Fix some ε ∈ (0, 1
2µ−i(z)(f

j(x)
i (z, z) −ui(z, z))). Pick some di ∈

(z, z + δ(ε)] such thatui(di, z) = f j(x)i (di, z) > 1
2 (f

j(x)
i (z, z) +ui(z, z)). Then Ui(δ

D
di
,µ−i) − Ui(δ

D
z ,µ−i) > µ−i(z)(ui(di, z) −ui(z, z)) − ε > 0, a contradiction.

Therefore,Ui(µ) = Ui(µ), i = 1, 2. Sinceµ is a mixed strategy
equilibrium of G and, by construction, Ui(µ) ≥ Ui(µ) for each
i ∈ {1, 2} and every µ ∈ △(X), we conclude thatµ is also a mixed
strategy Nash equilibrium of G. �

Results similar to Theorem 7 can also be shown using Simon
and Zame’s (1990) endogenous sharing rule approach, which was
applied by Siegel (2009) to all-pay contests and by Klose and
Kovenock (2013) to all-pay auctions with complete information
and identity-dependent externalities.

Proof of Theorem 5. For a given δ > 0 and z ∈ [0, 1], letCδ(z)
denote the set of all z ′

∈ [0, 1] such that
z ′

− z
 ≤

δ
2 . For

x = (x1, x2) ∈ [0, 1]×[0, 1], let Cδ(x) =Cδ(x1)×Cδ(x2). Denote by
B[0,1] the σ -algebra of Borel sets on [0, 1]. For every ν ∈ △([0, 1])
and a Borel set Y ⊂ [0, 1], denote by ν|Y the restriction of the
probability measure ν to Y ; that is, ν|Y (A) = ν(Y ∩ A) for every
A ∈ B[0,1]. If ν(Y ) > 0, then denote by ν|Y the probability measure
defined by ν|Y (A) =

ν(Y∩A)

ν(Y )
for every A ∈ B[0,1].

We will show that every game on the unit square satisfying
(i)–(iv) has a weakly reciprocally upper semicontinuous mixed ex-
tension. Consider a sequence ofµk

= (µk
1, µ

k
2) ∈ ∆(X) converging

weakly toµ = (µ1,µ2) ∈ ∆(X) such that lim kUm(µk), m = 1, 2,
exist and lim kUi(µ

k) > Ui(µ) for some i ∈ {1, 2}. We have to
show that there exist m ∈ {1, 2} and µ′

m ∈ ∆(Xm) such that
Um(µ′

m,µ−m) > lim kUm(µk).
Since Ui jumps down atµ along the sequence


µk

, it must be

the case thatµ(S) > 0. Let us first consider the casewhere eachµm
has a finite number ofmass points. Denote byW (µ) = {y1, . . . , yL}
the set of mass points ofµ belonging to S, where ys = (zs, zs), s =

1, . . . , L. By Lemma 5,µ(S) =


y∈W (µ)µ(y). Then, for some small
enoughδ1 > 0, Cδ1(ys)∩Cδ1(yt) = ∅ for all s, t ∈ {1, . . . , L}, s ≠ t ,
and, for each s ∈ {1, . . . , L},µm({z}) = 0,m = 1, 2, for every z ∈Cδ1(zs) \ {zs}. In particular, the latter implies thatµ(∂Cδ1(ys)) = 0
for each s ∈ {1, . . . , L}. Assume also that lim kUm(µk

m|Cδ1 (zs)
, µk

−m)

exists for each s ∈ {1, . . . , L} and each m ∈ {1, 2}; if not, consider
a subsequence of {µk

} possessing this property.
Let y1 ∈ W (µ) be such that limk


Cδ1 (y1) uidµk

−

Cδ1 (y1) uidµ >

a > 0. Then there exist j1 ∈ {1, 2} and a subsequence of
µk

, denoted again by


µk

, such that f j1i (y1) > ui(y1) and

limk µk(Cδ1(y1) ∩ S j1) > µ(Cδ1(y1) ∩ S j1). The reciprocal upper
semicontinuity of G implies that f j1

−i(y
1) < u−i(y1). Define

b−i =
1
2
(u−i(y1) − f j1

−i(y
1))(lim

k
µk(Cδ1(y1) ∩ S j1)

−µ(Cδ1(y1) ∩ S j1)).
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Since all f ji , i, j ∈ {1, 2}, and ui|S, i ∈ {1, 2}, are uniformly
continuous on their respective compact domains clS j and S, for
every ε > 0 there exists δ(ε) ∈ (0,

δ1
2 ] such that, for all i, j ∈

{1, 2},
f ji (x′) − f ji (x

′′)

 < ε for all x′ and x′′ in clS j with
x′

− x′′
 <

2δ(ε) and
ui|S(x′) − ui|S(x′′)

 < ε for all x′ and x′′ in S withx′
− x′′

 < 2δ(ε).
It follows from the uniform payoff security of G that, for each

s ∈ {1, . . . , L}, there exists d−i(zs,
b−i
2s+2 ) ∈ X−i such that for every

xi ∈ Xi, u−i(d−i(zs,
b−i
2s+2 ), wi) > u−i(zs, xi)−

b−i
2s+2 for allwi in some

neighborhood NXi(xi) of xi in Xi. For each s ∈ {1, . . . , L}, pick someδs ∈ (0, δ( b−i
2s+2 )] such that BXi(z

s,δs) ⊂ NXi(z
s).

We want to show that there exist d1
−i ∈ X−i and δ1 ∈ (0,δ1]

such that U−i(d1−i,µi) > lim kU−i(µ
k
−i|Cδ1 (z1), µ

k
i ) +

b−i
2µ−i(Cδ1 (z1))

.

Consider first the case where y1 ∈ S \ {(0, 0) ∪ (1, 1)}. Put
d1

−i = d−i(z1,
b−i
8 ) and δ1 = δ1. Notice that U−i(d1−i,µi) =

Xi\Cδ1 (z1) u−i(d1−i, xi)dµi+
Cδ1 (z1) u−i(d1−i, xi)dµi. Since u−i(d1−i, xi)

> u−i(x−i, xi) −
b−i
2 for every (x−i, xi) ∈Cδ1(z

1) × (Xi \Cδ1(z
1)),

U−i(d1−i,µi|Xi\Cδ1 (z1))

> U−i(µ−i|Cδ1 (z1),µi|Xi\Cδ1 (z1)) −µi(Xi \Cδ1(z
1))

b−i

2
.

Since µi(∂Cδ1(z
1)) = µ−i(∂Cδ1(z

1)) = 0, u−i is continuous onCδ1(z
1)×(Xi\Cδ1(z

1)), and the sequence {(µk
−i|Cδ1 (z1), µ

k
i|Xi\Cδ1 (z1)

)}

converges weakly to (µ−i|Cδ1 (z1),µi|Xi\Cδ1 (z1)), we have that

U−i(µ−i|Cδ1 (z1),µi|Xi\Cδ1 (z1)) = lim
k

U−i(µ
k
−i|Cδ1 (z1), µ

k
i|Xi\Cδ1 (z1)).

Therefore,

U−i(d1−i,µi|Xi\Cδ1 (z1))

> lim
k

U−i(µ
k
−i|Cδ1 (z1), µ

k
i|Xi\Cδ1 (z1)) −µi(Xi \Cδ1(z

1))
b−i

2
.

A further important fact is that u−i(d1−i, xi) >

supy∈Cδ1 (z1)×Cδ1 (z1) u−i(y) −
b−i
2 for every xi ∈ Cδ1(z

1). To under-

stand it, notice that for some zi ∈Cδ1(z
1),

u−i(z1, zi) > sup
y∈Cδ1 (z1)×Cδ1 (z1)

u−i(y) −
b−i

8
,

which would not be necessarily true if y1 were (0, 0) or (1, 1).
Moreover, u−i(d1−i, zi) > u−i(z1, zi) −

b−i
8 , and u−i(d1−i, xi) −

u−i(d1−i, zi) > −
b−i
8 for every xi, zi ∈Cδ1(z

1).
Then

U−i(d1−i,µi|Cδ1 (z1)) > µi(Cδ1(z
1))


sup

y∈Cδ1 (z1)×Cδ1 (z1)
u−i(y) −

b−i

2


.

It follows from the definition of b−i that for some subse-
quence of {µk

}, denoted again by {µk
},µ1(Cδ1(z

1))µ2(Cδ1(z
1))

sup y∈Cδ1 (z1)×Cδ1 (z1)u−i(y) − lim kU−i(µ
k
−i|Cδ1 (z1)

, µk
i|Cδ1 (z1)

) > b−i,

and, therefore,µi(Cδ1(z
1)) sup

y∈Cδ1 (z1)×Cδ1 (z1)
u−i(y)

> lim
k

U−i

 µk
−i|Cδ1 (z1)µ−i(Cδ1(z1))

, µk
i|Cδ1 (z1)

+
b−iµ−i(Cδ1(z1))

.

Then U−i(d1−i,µi|Cδ1 (z1)) > lim kU−i(
µk

−i|Cδ1 (z1)µ−i(Cδ1 (z1))
, µk

i|Cδ1 (z1)
) −µi(Cδ1(z

1))
b−i
2 +

b−iµ−i(Cδ1 (z1))
. Since lim kµ

k
−i(
Cδ1(z

1)) = µ−i(Cδ1(z
1)),

we have that

lim
k

U−i

 µk
−i|Cδ1 (z1)µ−i(Cδ1(z1))

, µk
i|Cδ1 (z1)


= lim

k
U−i(µ

k
−i|Cδ1 (z1), µ

k
i|Cδ1 (z1)),

and, therefore,

U−i(d1−i,µi) > lim
k

U−i(µ
k
−i|Cδ1 (z1), µ

k
i )

− (µi(Cδ1(z
1)) +µi(Xi \Cδ1(z

1)))
b−i

2
+

b−iµ−i(Cδ1(z1))
,

which implies that U−i(d1−i,µi) > lim kU−i(µ
k
−i|Cδ1 (z1), µ

k
i ) +

b−i
2µ−i(Cδ1 (z1))

.

Consider the case where y1 = (0, 0). If −i = 1, then, since
j1 = 1 by virtue of (iii), put d11 = δ1 = δ(

b−i
8 ). In this case,

it is clear that u−i(d11, xi) > supy∈Cδ1 (z1)×Cδ1 (z1) u−i(y) −
b−i
2 for

every xi ∈ Cδ1(0). The rest of the argument is quite similar to that
provided above. Let −i = 2. If j1 = 1, then the uniform payoff
security condition for player 2’s strategy 0 can be made use of. If
j1 = 2 and f 12 (0, 0) ≥ u2(0, 0), then, put d12 = δ1 = δ(

b−i
8 ). If

j1 = 2 and f 12 (0, 0) < u2(0, 0), then the uniform payoff security
condition for player 2’s strategy 0 can be made use of. The case
where y1 = (1, 1) can be handled in a similar manner.

Wewill nowdescribe how to pick, for each s ∈ {2, . . . , L}, ds
−i ∈

X−i and δs ∈ (0, δ( b−i
2s+2 )] such that U−i(ds−i,µi) > limk U−i

(µk
−i|Cδs (z

s), µ
k
i ) −

b−i
2sµ−i(Cδs (z

s))
. Let ys ∈ X \ {(0, 0) ∪ (1, 1)}. If

u−i(ys) > min{f 1
−i(y

s), f 2
−i(y

s)} or u−i(ys) = f 1
−i(y

s) = f 2
−i(y

s), then
it is possible to make use of the uniform payoff security condition
for player −i’s strategy zs. If ys is a point of discontinuity of u−i

and u−i(ys) ≤ f j
−i(y

s) ≤ f −j
−i (y

s) for some j ∈ {1, 2}, then, to
avoid ambiguity in notation, denote l = −i = {1, 2} \ {i}, and
put ds

−i = zs + (−1)j+lδ and δs = δ for some δ ∈ (0, δ( b−i
2s+2 )] such

that ds
−i ∈ [0, 1].

Assume that ys = (0, 0) and −i = 2. It follows from (iii) that
u2(0, 0) ≥ f 22 (0, 0). If f 12 (0, 0) ≥ u2(0, 0), then put ds2 = δs =

δ(
b−i
2s+2 ). If f 12 (0, 0) < u2(0, 0), then the uniform payoff security

condition for player 2’s strategy 0 can be made use of.
Assume that ys = (0, 0) and −i = 1. By (iii), u1(0, 0) ≤

f 21 (0, 0). If, moreover, f 11 (0, 0) ≤ f 21 (0, 0), then, put ds1 = δs =

δ(
b−i
2s+2 ). If f 11 (0, 0) > f 21 (0, 0), then it is important whether there

is some subsequence of {µk
}, denoted again by {µk

}, such that
limk µk(Cδ1(0, 0) ∩ S1) > µ(Cδ1(0, 0) ∩ S1). If this is not the
case, then it is possible to choose a small enough δs ∈ (0, δ( b−i

2s+2 )]

such that U1(δs,µ2) > limk U1(µ
k
1|Cδs (0)

, µk
2) −

b1
2sµ1(Cδs (0))

. This is

so because, by choosing δs close enough to 0, µ(C2δs(0, 0) ∩ S1)
can be made arbitrarily small, and, moreover, G is a compact game
and lim supk µk(C2δs(0, 0) ∩ S1) ≤ µ(C2δs(0, 0) ∩ S1). However, if
such a subsequence of {µk

} exists, then one of the possible ways to
circumvent the obstacle is to repeat the above argument for player
2 (−i = 2), with y1 = (0, 0) and j1 = 1. A similar problem cannot
occur in this case even if ys = (1, 1) for some s ≥ 2 by virtue
of (iii).
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Then

lim
k

U−i(µ
k
−i, µ

k
i ) =


s=1,L

µ−i(Cδs(z
s))

× lim
k

U−i(µ
k
−i|Cδs (z

s)
, µk

i ) + U−i(µ−i|X−i\∪s=1,L
Cδs (z

s),µi),

and, consequently, it is not difficult to see that lim kU−i(µ
k
−i, µ

k
i ) <

s=1,Lµ−i(Cδs(z
s))U−i(ds−i,µi) + U−i(µ−i|X−i\∪s=1,L

Cδs (z
s),µi). De-

fine µ′

−i ∈ △(X−i) as follows:

µ′

−i =


s=1,L

µ−i(Cδs(z
s))δD

ds
−i

+µ′

−i|X−i\∪s=1,L
Cδs (z

s)
.

Then we have that lim kU−i(µ
k
−i, µ

k
i ) < U−i(µ

′

−i,µi), which
implies that Γ is weakly reciprocally upper semicontinuous.

The case where eachµm has a countable number of mass points
can be treated similarly becauseµ1 andµ2 are finite measures and
G is a compact game. For example, let the set of mass points ofµ lying on S,W (µ), be a countable set. Since Ui jumps down atµ along the sequence


µk

, there are y1 ∈ W (µ) andδ1 > 0

such that lim infk

Cδ(y1)

uidµk
−

Cδ(y1)

uidµ > a > 0 for every
δ ∈ (0,δ1]. Moreover, for every ε > 0 there exists δε ∈ (0,δ1]
such that µ((W (µ) \ {y1}) ∩ Cδε (y

1)) < ε and µi(∂Cδε (z
1)) =µ−i(∂Cδε (z

1)) = 0, which makes it possible to repeat the above
reasoning for Cδ1(y

1) with some small enough δ1 ∈ (0,δ1]. Then
pick anothermass point from the setW (µ)\Cδ1(y

1), if there are any
left in it. Denote it by y2. It is again possible to apply the argument.
However, in this case, it may be necessary to consider an infinite
number of the mass points ofµ lying on S.

Proof of Theorem 6. For the sake of notational simplicity, denote
X1
h1

by T 1, X2
h1

∩ X1
h2

by T 2, and X2
h2

by T 3. Then, for each i ∈

{1, 2}, ui(x) = f 1i (x) for every x ∈ T 1, ui(x) = f 2i (x) for every
x ∈ T 2, and ui(x) = f 3i (x) for every x ∈ T 3.

Consider a sequence of µk
= (µk

1, µ
k
2) ∈ ∆(X) converging

weakly to µ ∈ ∆(X) such that limk Ui(µ
k) > Ui(µ) for some

i ∈ {1, 2}. Assume, without loss of generality, that each µm has
a finite number of mass points and limk Um(µk),m = 1, 2, exist.
We have to show that there existm ∈ {1, 2} andµ′

m ∈ ∆(Xm) such
that Um(µ′

m,µ−m) > limk Um(µk).
Since Ui jumps down atµ along the sequence


µk

, it must be

the case that µ(Xh1 ∪ Xh2) > 0. Denote by W (µ) = {y1, . . . , yL},
the set of mass points of µ belonging to Xh1 ∪ Xh2 . Then µ(Xh1 ∪

Xh2) =


s=1,Lµ(ys), and there exists someδ1 > 0 such that
Cδ1(ys) ∩ Cδ1(yt) = ∅ for all s, t ∈ {1, . . . , L}, s ≠ t . Assume also
that limk Um(µk

m|Cδ1 (zsm)
, µk

−m) exists for each s ∈ {1, . . . , L} and

each m ∈ {1, 2}. Without loss of generality, y1 = (z11 , z
1
2) ∈ Xh2

and limk

Cδ1 (y1) uidµk

−

Cδ1 (y1) uidµ > a > 0.

For some j1 ∈ {2, 3} and some subsequence of

µk

, denoted

again by

µk

, we have that f j1i (y1) > ui(y1) and limk µk(Cδ1(y1)∩

T j1) > µ(Cδ1(y1) ∩ T j1). The reciprocal upper semicontinuity of G
implies that f j1

−i(y
1) < u−i(y1). Define

b−i =
1
2
(u−i(y1) − f j1

−i(y
1))(lim

k
µk(Cδ1(y1) ∩ T j1)

−µ(Cδ1(y1) ∩ T j1)).

Consider first the case where −i = 2. Since the details of the
argument in this case is similar to those that can be found in the
proof of Theorem 5, we will describe how to choose d12 ∈ X2

and δ1 ∈ (0,δ1] such that U2(d12,µ1) > limk U2(µ
k
2|Cδ1 (z12 )

, µk
1) +

b2
2µ2(Cδ1 (z12 ))

in a schematic way. First notice that the cases where

y1 ∈ Xh2 \ ({(0, 1
4 )} ∪ {(1, 0)}) can be handled with no difficulty

through making use of the uniform payoff security condition for
player 2’s strategy y12.

Let y1 = (0, 1
4 ). If j1 = 2 and u2(0, 1

4 ) > f 32 (0, 1
4 ) or j1 = 3

and u2(0, 1
4 ) > f 22 (0, 1

4 ); then one can make use of the uniform
payoff security condition for player 2’s strategy 1

4 to find suitable
d12 and δ1. If j1 = 3 and u2(0, 1

4 ) ≤ f 22 (0, 1
4 ) or j1 = 2 and

u2(0, 1
4 ) ≤ f 32 (0, 1

4 ), then d12 =
1
4 + (−1)(j1−1)δ1 with a small

enough δ1 ∈ (0,δ1].
Let y1 = (1, 0). By virtue of (iii), u2(1, 0) ≥ f 32 (1, 0). If j1 = 2

and u2(1, 0) > f 32 (1, 0) or j1 = 3 and u2(1, 0) > f 22 (1, 0), then
the uniform payoff security condition for player 2’s strategy 0 can
be made use of. If j1 = 2 and u2(1, 0) = f 32 (1, 0) or j1 = 3 and
u2(1, 0) ≤ f 22 (1, 0), then put d12 = (j1 − 2)δ1 with a small enough
δ1 ∈ (0,δ1].

We nowhave to describe how to choose, for each s ∈ {2, . . . , L},
a deviation strategy ds2 ∈ X2 and a small enough δs > 0 such that
U2(ds2,µ1) > limk U2(µ

k
2|Cδs (z

s
2)

, µk
1)−

b2
2sµ2(Cδs (z

s
2))

. It is also done in
a schematic way.

Assume, for example, that ys = (0, 1
4 ) for some s ∈ {2, . . . , L}.

If u2(0, 1
4 ) ≥ max{f 22 (0, 1

4 ), f
3
2 (0, 1

4 )}, then the uniform payoff
security condition for player 2’s strategy 1

4 can be used to find
suitable ds2 and δs. Let u2(0, 1

4 ) < max{f 22 (0, 1
4 ), f

3
2 (0, 1

4 )}. If
f 22 (0, 1

4 ) ≥ f 32 (0, 1
4 ) (f 22 (0, 1

4 ) < f 32 (0, 1
4 )), then put ds2 =

1
4 + δs

(ds2 =
1
4 − δs) with a small enough δs ∈ (0,δ1]. The cases where

ys ∈ Xh2 \ {(0, 1
4 )} for some s ∈ {2, . . . , L} can be handled

in a similar manner. The only case worth mentioning separately
is where ys = (1, 0) and f 22 (1, 0) < f 32 (1, 0). Recalling that
u2(1, 0) ≥ f 32 (1, 0) by virtue of (iii), put ds2 = 0 and pick a small
enough δs ∈ (0,δ1]. A similar argument can be provided for the
mass points ofµ2 lying on Xh1 .

Thus, if, for some s ∈ {1, . . . , L}, some j1 ∈ {1, 2, 3}, and
some subsequence of


µk

, denoted again by


µk

, the inequalities

f j11 (ys) > u1(ys) and limk µk(Cδ1(ys)∩T j1) > µ(Cδ1(ys)∩T j1) hold,
then it is possible to constructµ′

2 ∈ △(X2) such that U2(µ
′

2,µ1) >

limk U2(µ
k
2, µ

k
1). Assume now that this is not the case; then −i =

1. We will now show that there exists µ′

1 ∈ △(X1) such that
U1(µ

′

1,µ2) > limk U1(µ
k
1, µ

k
2).

If j1 = 2 and y1 is (1, 0) or (1, 1), then put d11 = 1 − δ1 with a
small enough δ1 ∈ (0,δ1] (here not only (iii) is used but also the
assumption that −i cannot be equal to 2). If y1 ∈ (Xh1 ∪ Xh2) \

({(1, 0)}∪ {(1, 1)}), then the uniform payoff security condition for
player 1’s strategy y11 can be made use of to find suitable d11 and δ1.

If, for some s ∈ {2, . . . , L}, ys = (1, 0) (or (1, 1)), then ds1 =

1 − δs with a small enough δs ∈ (0,δ1], which is possible owing
to the assumption that −i cannot be equal to 2. Let, for example,
ys = (ys1, y

s
2) ∈ Xh2 \{(1, 0)} for some s ∈ {2, . . . , L}. An attempt to

apply the uniform payoff security condition for player 1’s strategy
ys1 may not succeed here, since, in general, it is possible for ds1 to
coincidewith ys1. Denote by y

d
= (yd1, y

d
2) the point belonging toXh1

such that yd1 = ys1. If u1(ys) ≤ f 21 (ys) and u1(yd) ≤ f 21 (yd), then ds1 =

ys1 + δs with a small enough δs ∈ (0,δ1], which is possible since if
f 31 (ys) > u1(ys) (f 11 (yd) > u1(yd)), then it must be the case that
lim supk µk(Cδs(y

s) ∩ T 3) ≤ µ(Cδs(y
s) ∩ T 3) (lim supk µk(Cδs(y

d) ∩

T 1) ≤ µ(Cδs(y
d) ∩ T 1)). If u1(ys) > f 21 (ys) or u1(yd) > f 21 (yd), then
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the uniform payoff security condition for player 1’s strategy ys1 can
be used to find suitable ds1 and δs.
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